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#### Abstract

The VIKOR method was developed for Multi-Criteria Decision Making (MCDM). It determines the compromise ranking list and the compromise solution obtained with the initial weights. This method focuses on ranking and selecting from a set of alternatives in the presence of conflicting criteria. It introduces the multi-criteria ranking index based on the particular measure of "closeness" to the "Ideal" solution. The aim of this paper is to extend the VIKOR method for decision making problems with interval number. The extended VIKOR method's ranking is obtained through comparison of interval numbers and for doing the comparisons between intervals. In the end, a numerical example illustrates and clarifies the main results developed in this paper.
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## 1 | Introduction

(c)Licensee Journal of Fuzzy Extension and Applications. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons. org/licenses/by/4.0).

The MCDM is the process of determining the best feasible solution according to the established criteria. Practical problems are often characterized by several non-commensurable and conflicting criteria and there may be no solution satisfying all criteria simultaneously. Thus, the solution is a set of non-inferior solutions, or a compromise solution according to the decision maker's preferences. The compromise solution was established by Yu [1] and Zeleny [2] for a problem with conflicting criteria and it can be helping the decision makers to reach a final solution. The compromise solution is a feasible solution, which is the closest to the Ideal, and compromise means an agreement established by mutual concessions.

|  | $\mathbf{C}_{1}$ | $\mathbf{C}_{2}$ | $\ldots$ | $\mathbf{C}_{\mathrm{n}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{A}_{1}$ | $\mathrm{f}_{11}$ | $\mathrm{f}_{12}$ | $\ldots$ | $\mathrm{f}_{1 \mathrm{n}}$ |
| $\mathbf{A}_{\mathbf{2}}$ | $\mathrm{f}_{21}$ | $\mathrm{f}_{22}$ | $\ldots$ | $\mathrm{f}_{2 \mathrm{n}}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $\mathbf{A}_{\mathrm{m}}$ | $\mathrm{f}_{\mathrm{m} 1}$ | $\mathrm{f}_{\mathrm{m} 2}$ | $\ldots$ | $\mathrm{f}_{\mathrm{mn}}$ |
| $\mathbf{w}$ | $\mathrm{w}_{1}$ | $\mathrm{w}_{2}$ | $\ldots$ | $\mathrm{w}_{\mathrm{n}}$ |

where $A_{1}, A_{2}, \ldots, A_{m}$ are possible alternatives among which decision makers have to choose, $C_{1}, C_{2}, \ldots, C_{n}$ are criteria with which alternative performance is measured, fij is the rating of alternative $A_{i}$ with respect to criterion $C_{j}, w_{j}$ is the weight of criterion $C_{j}[3]-[5]$.

In classical MCDM methods, the ratings and the weights of the criteria are known precisely, whereas in the real world, in an imprecise and uncertain environment, it is an unrealistic assumption that the knowledge and representation of a decision maker or expert are so precise. For example, human judgment including preferences is often vague and Decision Maker (DM) cannot estimate his preference with exact numerical values. In these situations, determining the exact value of the attributes is difficult or impossible. So, to describe and treat imprecise and uncertain elements present in a decision problem, fuzzy and stochastic approaches are frequently used. In the literature, in the works of fuzzy decision making [6]-[8], fuzzy parameters are assumed to be with known membership functions and in stochastic decision making [9]-[12] parameters are assumed to have known probability distributions. However, in reality to a DM it is not always easy to specify the membership function or probability distribution in an inexact environment. At least in some of the cases, the use of interval numbers may serve the purpose better. An interval number can be thought as an extension of the concept of a real number and also as a subset of the real line R [13]. However, in decision problems its use is not much attended as it merits. Recently, Jahanshahloo et al. [14] have extended TOPSIS method to solve decision making problems with interval data.

According to a comparative analysis of VIKOR and TOPSIS written by Opricovic and Tzeng [15], VIKOR method and TOPSIS method use different aggregation functions and different normalization methods. TOPSIS method is based on the principle that the optimal point should have the shortest distance from the Positive Ideal Solution (PIS) and the farthest from the Negative Ideal Solution (NIS). Therefore, this method is suitable for cautious (risk avoider) decision maker(s), because the decision maker(s) might like to have a decision which not only makes as much profit as possible, but also avoids as much risk as possible. Besides, computing the optimal point in the VIKOR is based on the particular measure of "closeness" to the PIS. Therefore, it is suitable for those situations in which the decision maker wants to have maximum profit and the risk of the decisions is less important for him. Therefore, we extend the concept of VIKOR method to develop a methodology for solving MADM problems with interval numbers. The VIKOR method is presented in the next section. In Section 3, extended VIKOR method is introduced and a new method is proposed for interval ranking on the basis of decision maker's optimistic level. In Section 4, an illustrative example is presented to show an application of extended VIKOR method. Finally, conclusion is presented.

## 2| VIKOR Method

The VIKOR method was introduced as one applicable technique to be implemented within MCDM problem and it was developed as a multi attribute decision making method to solve a discrete decision making problem with non-commensurable and conflicting criteria [15] and ]16]. This method focuses on ranking and selecting from a set of alternatives, and determines compromise solution for a problem with conflicting criteria, which can help the decision makers to reach a final solution. The multi-criteria measure for compromise ranking is developed from the LP-metric used as an aggregating function in a compromise programming method [1] and [2].

Assuming that each alternative is evaluated according to each criterion function, the compromise ranking could be performed by comparing the measure of closeness to the Ideal alternative. The various m alternatives are denoted as $A_{1}, A_{2}, \ldots, A_{m}$. For alternative $A_{i}$, the rating of the jth aspect is denoted by
$f_{i j}$, i.e. $f_{i j}$ is the value of $j_{\text {th }}$ criterion function for the alternative $A_{i} ; n$ is the number of criteria. Development of the VIKOR method is started with the following form of LP-metric:

$$
\begin{equation*}
L_{p i}=\left\{\sum_{j=1}^{n}\left(\frac{f_{j}^{*}-f_{i j}}{f_{j}^{*}-f_{j}^{-}}\right)^{p}\right\}^{\frac{1}{p}} 1 \leq p \leq \infty ; i=1,2, \ldots, m . \tag{1}
\end{equation*}
$$

In the VIKOR method $L_{1, i}\left(\right.$ as $\left.S_{i}\right)$ and $L_{\infty, i}\left(\right.$ as $\left.R_{i}\right)$ are used to formulate ranking measure. The solution obtained by $\min S_{i}$ is with a maximum group utility, and the solution obtained by $\min R_{i}$ is with a minimum individual regret of the "opponent". The compromise ranking algorithm of the VIKOR method has the following steps:

Step 1. Determine the best $f_{j}$ and the worst $f_{j}$ values of all criterion functions $j=1,2, \ldots, n$. If the $j$ th function represents a benefit then:

$$
\begin{equation*}
\mathrm{f}_{\mathrm{j}}^{*}=\max _{\mathrm{i}} \mathrm{f}_{\mathrm{ij}}, \mathrm{f}_{\mathrm{j}}^{-}=\min _{\mathrm{i}} \mathrm{f}_{\mathrm{ij}} . \tag{2}
\end{equation*}
$$

Step 2. Compute the values $S_{i}$ and $R_{i} ; i=1,2, \ldots, m$, by these relations:

$$
\begin{align*}
& S_{i}=\sum_{j=1}^{n} w_{j}\left(\frac{f_{j}^{*}-f_{i j}}{f_{j}^{*}-f_{j}^{-}}\right) .  \tag{3}\\
& R_{i}=\max _{i} w_{j}\left(\frac{f_{j}^{*}-f_{i j}}{f_{j}^{*}-f_{j}^{-}}\right) . \tag{4}
\end{align*}
$$

Where $w_{j}$ are the weights of criteria, expressing their relative importance.
Step 3. Compute the values $Q_{i} ; i=1,2, \ldots, m$, by the following relation:

$$
\begin{equation*}
Q_{i}=v\left(\frac{S_{i}-S^{*}}{S^{-}-S^{*}}\right)+(1-v)\left(\frac{R_{i}-R^{*}}{R^{-}-R^{*}}\right) . \tag{5}
\end{equation*}
$$

Where

$$
\begin{align*}
& S^{*}=\operatorname{Min}_{\mathrm{i}} \mathrm{~S}_{\mathrm{i}}, \mathrm{~S}^{-}=\operatorname{Max}_{\mathrm{i}} \mathrm{~S}_{\mathrm{i}} .  \tag{6}\\
& \mathrm{R}^{*}=\operatorname{Min}_{\mathrm{i}} \mathrm{R}_{\mathrm{i}}, \mathrm{R}^{-}=\operatorname{Max}_{i} \mathrm{R}_{\mathrm{i}} . \tag{7}
\end{align*}
$$

$v$ is introduced as weight of the strategy of "the majority of criteria" (or "the maximum group utility"), here suppose that $v=0.5$.

Step 4. Rank the alternatives, sorting by the values $S, R$ and $Q$ in decreasing order. The results are three ranking lists.

Step 5. Propose as a compromise solution the alternative', which is ranked the best by the measure $Q$ (Minimum Value) if the following two conditions are satisfied:

Acceptable advantage, $Q\left(A^{\prime \prime}\right)-Q\left(A^{\prime}\right) \geq D Q$. where $A^{\prime \prime}$ is the alternative with second position in the ranking list by $Q ; D Q=\frac{1}{m-1} ; m$ is the number of alternatives.
Acceptable stability in decision making. Alternative $A \prime$ must also be the best ranked by $S$ or/and $R$. This compromise solution is stable within a decision making process, which could be "voting by majority rule" (when $v>0.5$ is needed), or "by consensus" $v=0.5$, or "with veto" ( $v<0.5$ ). Here, v is the weight of the decision making strategy "the majority of criteria" (or "the maximum group utility").

If one of the conditions is not satisfied, then a set of compromise solutions is proposed, which consists of:

Alternatives $A^{\prime}$ and $A^{\prime \prime}$ if only condition $C_{2}$ is not satisfied.

Alternatives $A$ l $, A^{\prime \prime}, \ldots, A^{(M)}$ if condition $C_{1}$ is not satisfied; $A^{(M)}$ is determined by the relation $Q\left(A^{(M)}\right) \_Q\left(A^{\prime}\right)<D Q$ for maximum $M$ (the positions of these alternatives are "in closeness").

The best alternative, ranked by $Q$, is the one with the minimum value of $Q$. The main ranking result is the compromise ranking list of alternatives, and the compromise solution with the "advantage rate". VIKOR is an effective tool in multi-criteria decision making, particularly in a situation where the decision maker is not able, or does not know to express his/her preference at the beginning of system design. The obtained compromise solution could be accepted by the decision makers because it provides a maximum "group utility" (represented by min $S$ ) of the "majority", and a minimum of the "individual regret" (represented by $\min R$ ) of the "opponent". The compromise solutions could be the basis for negotiations, involving the decision maker's preference by criteria weights.

## 3| VIKOR Method with Interval Numbers

As it was said in the introduction, the interval numbers are more suitable to deal with the decision making problems in the imprecise and uncertain environment, because they are the simplest form of representing uncertainty in the decision matrix. The interval numbers require the minimum amount of information about the values of attributes. Specifying an interval for a parameter in decision matrix indicates that the parameter can take any value within the interval. Note that, the interval numbers does not indicate how probable it is to the value to be in the interval, nor does it indicate which of the many values in the interval is the most likely to occur [17]. In other way, an interval number can be thought as:

An extension of the concept of a real number and also as a subset of the real line.
A degenerate flat fuzzy number or fuzzy interval with zero left and right spreads.

An $\alpha$-cut of a fuzzy number [18].

So an interval number signifies the extent of tolerance or a region that the parameter can possibly take. An extensive research and wide coverage on interval arithmetic and its applications can be found in [13], [19], and [20]. More information about the interval numbers and its differences with other methods of representing uncertainty such as probability and fuzzy theory can be found in [18], [21], and [22]. According to these facts, when determining the exact values of the attributes is difficult or impossible, it is more appropriate to consider them as interval numbers. Therefore, in the present paper, we extend the VIKOR method to solve MADM problem with interval numbers.

### 3.1 Interval Arithmetic

If two intervals $I x=\left[x^{L}, x^{U}\right]$ and $I y=\left[y^{L}, y^{U}\right]$ are given, the sum, difference, product, quotient, and additive inverse of the intervals are calculated based on the following equations [23]:

$$
\begin{align*}
& I=k * I x=\left[k x^{L}, k x^{U}\right] ; k \in \mathbb{R}^{+} .  \tag{8}\\
& I=-I y=\left[-y^{U},-y^{L}\right] .  \tag{9}\\
& I=I x+I y=\left[x^{L}+y^{L}, x^{U}+y^{U}\right] .  \tag{10}\\
& I=I x-I y=\left[x^{L}-y^{U}, x^{U}-y^{L}\right] .  \tag{11}\\
& I=I x * I y=\left[\min \left\{x^{L} y^{L}, x^{L} y^{U}, x^{U} y^{L}, x^{U} y^{U}\right\}, \max \left\{x^{L} y^{L}, x^{L} y^{U}, x^{U} y^{L}, x^{U} y^{U}\right\}\right] .  \tag{12}\\
& I=\frac{I x}{I y}=\left[\min \left\{\frac{x^{L}}{y^{L}}, \frac{x^{L}}{y^{U}}, \frac{x^{U}}{y^{L}}, \frac{x^{U}}{y^{U}}\right\}, \max \left\{\frac{x^{L}}{y^{L}}, \frac{x^{L}}{y^{U}}, \frac{x^{U}}{y^{L}}, \frac{x^{U}}{y^{U}}\right\}\right] ; 0 \notin I y . \tag{13}
\end{align*}
$$

### 3.2 Interval Ranking

For ranking intervals, the mean value of each of the intervals is first calculated, and the rankings are then specified based on the obtained values. The mean value of $I x=\left[x^{L}, x^{U}\right]$ is represented by me(Ix), which is obtained from the following equation [23]:

$$
\begin{equation*}
\operatorname{me}(\mathrm{Ix})=\frac{\mathrm{x}^{\mathrm{L}}+\mathrm{x}^{\mathrm{U}}}{2} \tag{14}
\end{equation*}
$$

## 3.3|Presentation of an Extended VIKOR Method

Suppose that a decision matrix with interval numbers has the following form:

|  | $\mathbf{C}_{1}$ | $\mathbf{C}_{2}$ | $\ldots$ | $\mathbf{C}_{\mathbf{n}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{A}_{1}$ | $\left[\mathrm{f}_{11}^{\mathrm{L}}, \mathrm{f}_{11}^{\mathrm{U}}\right]$ | $\left[\mathrm{f}_{12}^{\mathrm{L}}, \mathrm{f}_{12}^{\mathrm{U}}\right]$ | $\ldots$ | $\left[\mathrm{f}_{1 \mathrm{l}}^{\mathrm{L}}, \mathrm{f}_{1 \mathrm{n}}^{\mathrm{U}}\right]$ |
| $\mathbf{A}_{\mathbf{2}}$ | $\left[\mathrm{f}_{21}^{\mathrm{L}}, \mathrm{f}_{21}^{\mathrm{U}}\right]$ | $\left[\mathrm{f}_{22}^{\mathrm{L}}, \mathrm{f}_{22}^{\mathrm{U}}\right]$ | $\ldots$ | $\left[\mathrm{f}_{2 \mathrm{n}}^{\mathrm{L}}, \mathrm{f}_{2 \mathrm{n}}^{\mathrm{U}}\right]$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ldots$ | $\vdots$ |
| $\mathbf{A}_{\mathbf{m}}$ | $\left[\mathrm{f}_{\mathrm{m} 1}^{\mathrm{L}}, \mathrm{f}_{\mathrm{m} 1}^{\mathrm{U}}\right]$ | $\left[\mathrm{f}_{\mathrm{m} 2}^{\mathrm{L}}, \mathrm{f}_{\mathrm{m} 2}^{\mathrm{U}}\right]$ | $\ldots$ | $\left[\mathrm{f}_{\mathrm{mn}}^{\mathrm{L}}, \mathrm{f}_{\mathrm{mn}}^{\mathrm{U}}\right]$ |
| $\mathbf{I w}$ | $\left[\mathrm{w}_{1}^{\mathrm{L}}, \mathrm{w}_{1}^{\mathrm{U}}\right]$ | $\left[\mathrm{w}_{2}^{\mathrm{L}}, \mathrm{w}_{2}^{\mathrm{U}}\right]$ | $\ldots$ | $\left[\mathrm{w}_{\mathrm{n}}^{\mathrm{L}}, \mathrm{w}_{\mathrm{n}}^{\mathrm{U}}\right]$ |

Where $A_{1}, A_{2}, \ldots, A_{m}$ are possible alternatives among which decision makers have to choose, $C_{1}, C_{2}, \ldots, C_{n}$ are criteria with which alternative performance are measured, $I f_{i j}$ is the rating of alternative $A_{i}$ with respect to criterion $C_{j}$ and is not known exactly and only we know $I f_{i j} \in\left[f_{i j}^{L}, f_{i j}^{U}\right]$.
and $I w_{j}=\left[w_{j}^{L}, w_{j}^{U}\right]$ is the weight of criterion $C_{j}$. The Interval VIKOR method consists of the following steps:

Step 1. Determine the PIS and NIS.

$$
\begin{align*}
& A^{*}=\left\{f_{1}^{*}, \ldots, f_{n}^{*}\right\}=\left\{\left(\max _{i} f_{i j}^{U} \mid j \in I\right) \text { or }\left(\min _{i} f_{i j}^{L} \mid j \in J\right)\right\} ; j=1,2, \ldots, n .  \tag{15}\\
& A^{-}=\left\{f_{1}^{-}, \ldots, f_{n}^{-}\right\}=\left\{\left(\min _{i} f_{i j}^{L} j j \in I\right) \text { or }\left(\max _{i} f_{i j}^{U} \mid j \in J\right)\right\} ; j=1,2, \ldots, n .
\end{align*}
$$

Where $I$ is associated with benefit criteria, and $J$ is associated with cost criteria. $A^{*}$ and $A^{-}$are PIS and NIS.

Step 2. In this step compute $I S_{i}=\left[S_{i}^{L}, S_{i}^{U}\right]$ and $I R_{i}=\left[R_{i}^{L}, R_{i}^{U}\right]$ intervals below:

$$
\begin{align*}
& S_{i}^{L}=\sum_{j \in I} W_{j}^{L}\left(\frac{f_{j}^{f_{j}}-f_{i j}^{U}}{f_{j}^{f_{j}}-f_{j}^{-}}\right)+\sum_{j \in J} W_{j}^{L}\left(\frac{f_{i j}^{\mathrm{L}}-f_{j}^{*}}{f_{j}^{-}-f_{j}^{*}}\right) ; i=1,2, \ldots m .  \tag{16}\\
& S_{i}^{U}=\sum_{j \in I} W_{j}^{U}\left(\frac{f_{j}^{f_{j}}-f_{i j}^{L}}{f_{j}^{f_{j}}-f_{j}^{\mathrm{j}}}\right)+\sum_{j \in J} W_{j}^{U}\left(\frac{f_{j}^{\mathrm{U}}-f_{j}^{f}}{f_{j}^{f_{j}}-f_{j}^{j_{j}}}\right) ; i=1,2, \ldots m . \\
& R_{i}^{L}=\max \left\{w_{j}^{L}\left(\frac{f_{j}^{*}-f_{i j}^{U}}{f_{j}^{*}-f_{j}^{-}}\right)\left|j \in I, w_{j}^{L}\left(\frac{f_{i j}^{L}-f_{j}^{*}}{f_{j}^{-}-f_{j}^{*}}\right)\right| j \in J\right\} ; i=1,2, \ldots, m .  \tag{17}\\
& R_{i}^{U}=\max \left\{w_{j}^{U}\left(\frac{f_{j}^{*}-f_{i j}^{L}}{f_{j}^{*}-f_{j}^{-}}\right)\left|j \in I, w_{j}^{U}\left(\frac{f_{i j}^{U}-f_{j}^{*}}{f_{j}^{-}-f_{j}^{*}}\right)\right| j \in J\right\} ; i=1,2, \ldots, m .
\end{align*}
$$

Step 3. Compute the interval $I Q_{i}=\left[Q_{i}^{L}, Q_{i}^{U}\right] ; i=1,2, \ldots, m$, by these relations:

$$
\begin{align*}
& Q_{i}^{\mathrm{L}}=\mathrm{v}\left(\frac{S_{\mathrm{i}}^{\mathrm{L}}-\mathrm{S}^{*}}{S^{-}-S^{*}}\right)+(1-v)\left(\frac{R_{\mathrm{i}}^{\mathrm{L}}-\mathrm{R}^{*}}{\mathrm{R}^{-}-\mathrm{R}^{*}}\right) .  \tag{18}\\
& Q_{\mathrm{i}}^{\mathrm{U}}=\mathrm{v}\left(\frac{S_{\mathrm{i}}^{\mathrm{U}}-\mathrm{S}^{*}}{S^{-}-S^{*}}\right)+(1-v)\left(\frac{R_{\mathrm{i}}^{\mathrm{U}}-\mathrm{R}^{*}}{\mathrm{R}^{-}-\mathrm{R}^{*}}\right) .
\end{align*}
$$

Where

$$
\begin{align*}
& \mathrm{S}^{*}=\operatorname{Min}_{\mathrm{i}} \mathrm{~S}_{\mathrm{i}}^{\mathrm{L}}, \mathrm{~S}^{-}=\operatorname{Max}_{\mathrm{i}} \mathrm{~S}_{\mathrm{i}}^{\mathrm{U}} .  \tag{19}\\
& \mathrm{R}^{*}=\operatorname{Min}_{\mathrm{i}} \mathrm{R}_{\mathrm{i}}^{\mathrm{L}}, \mathrm{R}^{-}=\operatorname{Max}_{\mathrm{i}} \mathrm{R}_{\mathrm{i}}^{\mathrm{U}} . \tag{20}
\end{align*}
$$

Step 4. Based on the VIKOR method, the alternative that has minimum $Q_{i}$ is the best alternative and it is chosen as compromise solution.

## 4| Numerical Example

In this section, we present a numerical example to illustrate how the proposed method can be used. Suppose that, there are three alternatives $\left(A_{1}, A_{2}, A_{3}\right)$ and two criteria $\left(C_{1}, C_{2}\right)$. The decision maker wants to choose an alternative that has minimum $C_{1}$ and maximumC $C_{2}$. The values of decision matrix are not precise and interval numbers are used to describe and treat the uncertainty of the decision problem. The interval decision matrix is shown in Table 1. In this example, both criteria have similar relative importance, $I w_{1}=[0.45,0.50], I w_{2}=[0.50,0.55], v=0.5$.

To solve this example using the Interval VIKOR (IVIKOR) method we go through the following steps.

Step 1. The PIS and NIS are computed by (15a) and (15b) and shown in Table 2.

Step 2. In this step, we compute $I S_{i}=\left[S_{i}^{L}, S_{i}^{U}\right]$ and $I R_{i}=\left[R_{i}^{L}, R_{i}^{U}\right]$ using Eqs. (16)-(17). The result is presented in Table 3.

Step 3. We compute the interval $I Q_{i}=\left[Q_{i}^{L}, Q_{i}^{U}\right] ; i=1,2, \ldots, m$, by (18a), (18b), (19) and (20). The results are shown in Table 4.

$$
\begin{aligned}
& S^{*}=0.3224, S^{-}=0.6030 . \\
& R^{*}=0.2172, R^{-}=0.5500
\end{aligned}
$$

Final ranking is obtained as follows:

$$
\mathrm{Q}_{2}=\operatorname{me}\left(\mathrm{IQ}_{2}\right)<\mathrm{Q}_{3}=\operatorname{me}\left(\mathrm{IQ}_{3}\right)<\mathrm{Q}_{1}=\operatorname{me}\left(\mathrm{IQ}_{1}\right) \Rightarrow \text { Final ranking is: } \mathrm{A}_{2}>\mathrm{A}_{3}>\mathrm{A}_{1} .
$$

Table 1. Interval decision matrix.

|  | $\mathbf{C}_{1}$ | $\mathbf{C}_{2}$ |
| :--- | :--- | :--- |
| $\mathbf{A}_{1}$ | $[0.75,1.24]$ | $[2784,3192]$ |
| $\mathbf{A}_{\mathbf{2}}$ | $[1.83,2,11]$ | $[3671,3857]$ |
| $\mathbf{A}_{\mathbf{3}}$ | $[4.90,5.37]$ | $[4409,4681]$ |

Table 2. PIS and NIS.

|  | $\mathbf{C}_{\mathbf{1}}$ | $\mathbf{C}_{2}$ |
| :--- | :--- | :--- |
| $\mathbf{f}_{\mathbf{j}}^{*}$ | 0.8 | 4681 |
| $\mathbf{f}_{\mathrm{j}}^{-}$ | 5.4 | 2784 |

Table 3. IS and IR.

|  | $\mathbf{I S}=\left[\mathbf{S}^{\mathbf{L}}, \mathbf{S}^{\mathbf{U}}\right]$ | $\mathbf{I R}=\left[\mathbf{R}^{\mathbf{L}}, \mathbf{R}^{\mathbf{U}}\right]$ |
| :--- | :--- | :--- |
| $\mathbf{A}_{\mathbf{1}}$ | $[0.3925,0.6030]$ | $[0.3925,0.5500]$ |
| $\mathbf{A}_{\mathbf{2}}$ | $[0.3224,0.4400]$ | $[0.2172,0.2928]$ |
| $\mathbf{A}_{\mathbf{3}}$ | $[0.4042,0.5789]$ | $[0.4042,0.5000]$ |

Table 4. IQ and Q.

|  | $\mathbf{I Q}=\left[\mathbf{Q}^{\mathbf{L}}, \mathbf{Q}^{\mathrm{U}}\right]$ | $\mathbf{Q}=\mathbf{m e}(\mathbf{I Q})=\frac{\mathbf{Q}^{\mathrm{L}}+\mathbf{Q}^{\mathrm{U}}}{\mathbf{2}}$ | Rank |
| :--- | :--- | :--- | :--- |
| $\mathbf{A}_{\mathbf{1}}$ | $[0.3882,1]$ | 0.6941 | 3 |
| $\mathbf{A}_{\mathbf{2}}$ | $[0,0.3232]$ | 0.1616 | 1 |
| $\mathbf{A}_{\mathbf{3}}$ | $[0.4268,0.8818]$ | 0.6543 | 2 |

The compromise solution of extended VIKOR method is $A_{2}$.

As mentioned in the introduction, Jahanshahloo et al. have extended TOPSIS method to solve decision making problems with interval data. This method uses different aggregation functions and different normalization methods. Here to make a comparison between these two methods, we solve this example using the extended TOPSIS method. Doing the introduced steps in the extended TOPSIS method, compromise solution is obtained as follows:

The ranking of extended TOPSIS is: $A_{2}>A_{3}>A_{1}$.

The compromise solution obtained by extended TOPSIS is different with the compromise solution of extended VIKOR.

These different solutions derive from differences in aggregation functions and normalization methods. Moreover, in extended TOPSIS, the interval numbers are reduced to exact values. These reductions lead to miss some information. In the extended VIKOR method by keeping interval numbers, considering the decision maker's optimism level and using the comparison of interval numbers, the compromise solution is obtained.

## 5| Conclusion

Because of the fact that determining the exact values of the attributes is difficult or impossible, it is more appropriate to consider them as interval numbers. In this paper, we extended the VIKOR (IVIKOR) method to MADM problem with interval numbers. This method introduced the ranking index based on particular measure of closeness to PIS. In the extended VIKOR method, we compute $\mathrm{S}, \mathrm{R}$ and Q as interval numbers and to obtain the compromise solution, we need to compare interval numbers with each other. For that purpose, we utilized the interval means method.
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